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Abstract


This paper presents an approach to embedded image coding using fixed block orthogonal transforms. Resulting  coder can outperform state of the art  coder from which it was derived. Due to its simplicity suffers from some blocking effect, so it is proposed to use block reduction algorithm in this framework.  Some interesting properties are also pointed out and explained. 
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Introduction





	In recent years embedded coding has gained popularity in image compression community due to its simplicity, high performance and nice properties. Output of an embedded coder is bit stream, where bits are generated in order of their importance. Basis property is that all codings of the same image at lower bit rates are embedded in the beginning of the output bit stream for the target bit rate. Decoder can cut bitstream at any point and reconstruct image at lower bit rate. The quality of the reconstructed image at this lower bit rate will be the same as if the image was coded directly at that rate[2][3]. This is especially suitable for progressive image transmission. In packed switched networks similar approaches offer  transmission resilient to packet erasures without the use of FEC or ARQ schemes[5].  


Most research activity on embedded coding for static image compression started after embedded zerotree wavelet (EZW) coder was developed[2]. Newer modified implementation of EZW based on set partitioning in hierarchical trees (SPIHT) [3] represent state of the art wavelet coder. Recently there are several attempts to extend EZW framework to incorporate  with other types of linear transforms instead of Discrete Wavelet Transform (DWT) used in [2],[3].  First such coder [4] replaces DWT with DCT subroutine from JPEG. SPIHT was coupled also with lapped transform framework (LOT, GenLOT, GLBT) [6] and adaptive lapped transforms. 


 In this article I try to exploit abilities of classical block orthogonal transform (BT) by extending approach used in [4] by using different orthogonal transforms, various block sizes, different coefficient reorderings. The use of “blocking effect” removal algorithm such as one in [6] is proposed.  








SPIHT Algorithm





SPIHT represents state of the art in embedded lossy wavelet image coding. Coding is accomplished in 3 basic steps:


discrete wavelet transform using (9,7) biorthogonal filter pair


coefficient bit plane coding ( EZW quantization )


adaptive arithmetic coding


Key property of used bit plane coding is that are used magnitude ordered coefficient but ordering data is not explicitly transmitted. Encoder transmits only set of results of coefficient magnitude comparisons. To manage this, image is divided into spatial orientation trees as shown in Fig. 1, to represent parent-offspring dependencies of wavelet coefficients. SPIHT is based on EZW algorithm, which effectiveness depends on ability to quantize trees (or its parts)  to zero according to their significance/insignificance. This in turn depends on ability of DWT to generate as much as possible insignificant trees. Decision algorithm is based on recursive tresholding  method for all bit planes along spatial orientation trees, which takes into account:


larger coefficients are more important regardless of their scale


edges have perceptual signification far greater than numerical energy contribution to an image


is far easier to predict insignificance than to predict significant details across scales 








III. Modifications to SPIHT 





	Discrete wavelet transform is just one member of linear transforms and can be viewed as special case of M-band Filter Bank (FB) decomposition [1]. This is realized via 2-band FB, which is iterated L-1 times on its low-pass output. L means decomposition level of DWT.  Block transforms with block size MxM are equivalent to uniform M-band filter bank, where the filter impulse response have length  M and analysis filters are time reversals of relevant basis functions [1]. Thus decomposition level of DWT is related to the block size � EMBED Equation.2  ��� of the block transform. Clearly wavelet basis functions overlap block boundaries except for trivial Haar case. More exactly, DWT is analogous to a non-uniform-band lapped transform. Complete transform replacement is shown in Fig.1.
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Due to the shape of wavelet representation we need to reorder block transform spectral coefficient. SPIHT takes advantage of the ability of an transform to generate zerotrees. Effectiveness of this process depends on transform energy compaction properties and statistical similarity between subbands. Both these topics can be addressed with appropriate reordering depicted in Fig.2.  Approach in Fig.2.a [4] preserves maximal statistical directional information across subbands with good energy compaction. Approach in Fig.2.b tries to maximize energy compaction via zig-zag scaning of block coefficients as in JPEG. There we completely lose directional information. 





� EMBED CorelDRAW.Graphic.6  ���


                  a) standard reordering                                                b) zig-zag reordering


Fig. 2 : Reordering of block transformed coefficients for SPIHT compatibility





To address  transform energy compaction property, we can repeat block transform on the remaining DC coefficients. Block size should be choosen to reach zerotree root level of SPIHT algorithm. Another solution is to directly increase block size of our transform with benefit of improved Gain of Transform Coding (GTC) [1]. 


Using block transforms at low bit rates, the noise caused by quantization is noticeable in the form of visible block boundaries. This is typically most noticeable picture degradation in block transform coding systems. As the block size grows blocking artefacts can be more visible.  I propose to address this problem by using blocking artefacts reduction algorithm, such as one proposed in [6].  This algorithm offer robustness to different images and quantization strategies with simultaneously improvement in the sense of PSNR ( up to 1.1dB over JPEG ) and visual quality.  Whole blocking artefacts reduction is accomplished in decoder in backward transform block as shown in Fig 1.b. 








IV. Simulation Results





	First were compared different reorderings from Fig.2. Standard case performs better by 0.15 dB ( and more for growing block size) of PSNR. So in further tests only this reordering is used. In Table 1 is shown growing performance of DCT II by increasing block size (8x8, 16x16, 32x32).  Results, including EZW and JPEG coders are also depicted in Fig.3. Coding efficience improvement obtained by block transform coding of the DC band is addressed in Fig.4. 


When we couple SPIHT algorithm with other fix orthogonal transforms with lower GTC, the results can still compete with JPEG algorithm thanks to SPIHT effectiveness. In Figure 5  are results for Slant (SS), Walsh (WS) and Fourier (FP) transforms with sequential order  of basis functions. Representative set of images is shown in Fig. 6 to compare used transforms visually.
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       Remark: *) Xiong is author of results published in [4], customized DCT routine from JPEG was used





Table 1: Comparison of rate-distortion performance between block transform (DCT II) with different block sizes (8x8, 16x16, 32x32) and other coders�
�
�
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Fig. 3: Comparison of rate-distortion performance between block transform (DCT II) with different block sizes (8x8, 16x16, 32x32) and other coders
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Fig. 4: Improvement of coding process via performing transform on DC coefficients
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Fig. 5: Best results of Slant, Walsh, and Fourier transforms when coupled with SPIHT
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Fig. 6: A detail of lena image coded at 0.25 bpp, with corresponding PSNR: 


a) baseline JPEG, 31.6dB b) DCT 8x8+SPIHT, 31.74dB c) DCT 16x16+SPIHT, 33.34dB d) DCT 32x32+SPIHT, 33.56dB  e) Original Image f) SS 16x16+SPIHT, 26.88dB  g) FP 32x32+SPIHT, 27.13dB h) WS 16x16+SPIHT, 26.0dB








V. Conclusion





	In this article is shown ( Table 1, Fig. 3) that by simple replacement of DWT by fixed block transform and increasing block size we can outperform original SPIHT algorithm (better results up to 1.5dB). Increasing block size to reasonable value (16, 32) also improves visual quality for wide range bit rates. Incorporation of deblocking algorithm is proposed to compete with lapped transforms used for embedded coding of images[7]. 


	From permanent inefficiency  of the zig-zag type reordering (Fig 2.b) we can deduce that statistical directional information across subbands is more important than its small contribution to energy compaction property. 


	Fig. 4 shows, that when we use small blocks, it’s really useful to perform aditional transformation on DC coefficients. 


	Only for comparative purposes there are given in Fig. 5 and Fig. 6  results  for some classical orthogonal transform coupled with SPIHT. Interesting property of SPIHT is that they still perform better than JPEG baseline algorithm. Among all depicted transforms has the worst subjective quality Fourier transform, due to Gibbs phenomena. Similar behaviour  exibit also discrete Hartley, Hermite, Lagrange and Sine transforms. 
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Fig.1: Replacement of DWT by Block Transform in SPIHT
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