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Abstract—Thresholding, the problem of pixel classification is attempted here using fuzzy clustering algorithms.
The segmented regions are fuzzy subsets, with soft partitions characterizing the region boundaries. The validity
of the assumptions and thresholding schemes are investigated in the presence of distinct region proportions. The
hard k means and fuzzy ¢ means algorithms have been found useful when object and background regions are
well balanced. Fuzzy thresholding is also formulated as extraction of normal densities to provide optimal
partitions. Regional imbalances in gray distributions are taken care of in region normalized histograms. © 1997
Pattern Recognition Society. Published by Elsevier Science Lid.
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1. INTRODUCTION

Gray level thresholding is the process of partitioning
pixels in a digital image into two mutually exclusive and
exhaustive regions. Let & = [Iun]y, denote the image
with pixel at (m,n) assuming a discrete gray value
Lm € {0,1,...,L— 1} defined over a universe
L = [0,L — 1]. The problem of thresholding is that of
identifying an optimal threshold 7 and segmenting the
scene into two meaningful regions—object (0) and
background (B), i.e.

0= {Imn IInm = T}aB = {Imn llmn < T} (1)

The geometrical and statistical characteristics of the
histogram play an important role in threshold identifica-
tion. Thresholding is a preferable method of segmenta-
tion when object and background are distinguishable
using gray values alone. In such a scene, the perturbation
of gray values around the mean values of object and
background gray distributions provides a bimodal histo-
gram and the threshold T € L is considered as the valley
point between the two modes so as to minimize the
probability of misclassification. Due to the inherent
uncertainties associated with the real life situations,
identification of such a unique threshold becomes quite
difficult and this led to the development of a number of
algorithms based on objective functions whose maxima
or minima correspond to the threshold 7. Many of these
criteria are based on region separability, entropy, mo-
ment, fuzziness, business, etc. Comprehensive surveys
discussing various aspects of thresholding can be found
in the literature." ™ Frequently, the threshold selection
algorithms are compared with the help of experimental
results on a set of real life images or on a set of
histograms.”™> The major observations point to the
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importance of Otsu’s®® and minimum error threshold-
ing” algorithms. Other popular methods employ the
entropy™ and moment™ of the gray level histogram
for global threshold selection.

Otsu'® proposed a threshold selection scheme to maxi-
mize the class separability of object and background
regions with the help of first- and second-order statistics.
This scheme provides excellent results for a large class of
real life images. Kapur’s® method attempts to maximize
the region normalized entropy of object and background
regions so as to maximize the information in a segmenta-
tion process. This algorithm yields good results when
object and background gray distributions are similar. The
minimum error threshold selection scheme due to Kittler
and Illingworth('” is based on the assumption that the
object and background gray values are normally distrib-
uted and is found to give excellent results even in the
presence of a wide range of region scatters.

All these classical threshold selection algorithms clas-
sify the pixels deterministically into object and back-
ground classes and therefore fail to reflect the structural
details embedded in the original gray distribution. It may
also be seen that many of these schemes perform ex-
cellently well for a set of images depending on the
underlying assumptions and yield poor results often in
other situations. The defensive argument in favor of
many of these ad hoc algorithms may be the psychovisual
subjectivity of image segmentation. Even though the
results provided by the experimental studies are valid,
it is difficult to conclusively compare the merits and
demerits of various algorithms without proper analytical
explanations. When the regions are separable by gray
values alone, thresholding can be defined as the process
of identification of an optimal discriminant gray value
and thereafter partitioning the scene to minimize the
error in pixel classification. Therefore, the problem of
thresholding should be attempted with the robust pattern
classification tools.
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In view of the above discussions, we have investigated
an appropriate threshold selection scheme which

(a) provides a soft thresholded description of the
image based on fuzzy set theoretic concepts,

(b) can incorporate a wide range of object-back-
ground size and scatter imbalances, and

(c) does not depend excessively on assumptions of
gray distributions in the image.

1.1. Fuzzy sets and fuzzy thresholding

Ever since its introduction to the literature,"'? fuzzy
sets are finding extensive applications to describe the
vague concepts in the modern mathematical framework.
A modern and readable exposition to the theory of fuzzy
sets may be found in reference (11). A fuzzy set A is
characterized by a membership function u;(x) € [0, 1],
which provides the compatibility or attachment of x to A.
The classical set-theoretic concepts are found to be the
special cases of fuzzy sets when the membership function
reduces to a bivalent one, i.e. py(x) € {0,1}.

The classical pattern classification algorithms perform
excellently when classes are clearly distinguishable. In a
number of real life situations, however, such a hard
demarcation is quite difficult, Instead of the conventional
deterministic assignment of a sample to a class, fuzzy
partitioning strategies provide soft description of the
classes, where each of the sample points is assigned a
membership in each of the classes. Such a partition
reflects the identities of the samples and thereby pre-
serves the structural details in the original data set.
Application of fuzzy set-theoretic concepts to pattern
recognition resulted in a number of elegant strategies to
incorporate the ambiguity in measurement"'® as well as
classification process.!*!¥ Fuzzy clustering algorithms
extracting complex geometrical structures in feature
space are reported in literature, ' 314

The concept of fuzzy partitioning can be extended for
digital image thresholding by visualizing the object and
background regions as fuzzy sets, O and B, with each of
the pixels showing a partial membership in each of the
regions according to its gray value, i.e. pz (/) € [0, 1],
La(lpa) € 0, 1]. With this sort of a partition, regions are
no more guaranteed to be mutually exclusive; in other
words, there may not exist a crisp boundary between
regions.

A fuzzy thresholded description of an image can be
characterized by two membership functions uy and up in
such a way that they reflect the nature of object and
background gray distribution even after thresholding.
The description reflects the compatibility measure of
cach of the pixel/gray value in object and background
regions.

Pal''>!'® extended the definition of classical thresh-
olding [equation (1)] to fuzzy setting by defining a
membership function:

tiey(Imn) < 0.5
;,1.@(.[,,,,,) > 0.5

if Ly < T,
i L, > T @

with the crossover of membership distribution coinciding
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with the hard threshold T. The membership distribution
was identified with the help of an .S function so as to
minimize the index of fuzziness. Huang(”) assigned the
memberships to the pixel with the help of the relationship
between its gray value and mean gray value of the region
to which it belongs. He assigned the membership with the
help of the absolute difference between the gray value of
the pixel and the mean gray value of the region to which it
belongs. In this case, the image is viewed as a single
fuzzy set where the membership distribution reflects the
compatibility of the pixels to the region to which it
belongs. Pal's method reflects the ambiguity in the
transition region between object and background classes,
while Huang’s method depicts the geometrical structure
of object and background gray densities.

2. THRESHOLDING: A CLUSTERING FORMULATION

2.1. Assumptions

Our first assumption is that the object and background
regions are separable by gray value alone and the histo-
gram is generated by the addition of gray density func-
tions corresponding to object and background. We also
assume that the “true” object and background gray
values are perturbed by a physical process to form a
continuous non-negative function f(d(j,v;),0:); i = 1,2
ot gray value j € L with continuous derivative. This
function monotonically decreases with d and charac-
terizes the gray distribution of the region, where
o; € R controls the dispersion of the distribution. Unless
otherwise stated, d{(j, v;) is considered as the Euclidean
distance in one dimension between v; and j, i.e. |v; — j|.
From the symmetry of the distribution, it may be seen
that v; is the mean (or true) gray value of region i.
Throughout the discussion, we interchangeably use the
suffixes i = 1 and 2 in place of background (B) and object
(O) regions.

The histogram representing the frequency of occur-
rence may be generated as

i mf(d(h V|),0‘1) + Pf(d(j, VZ)’ 0’2)7

FHere p corresponds to the ratio of sizes of object and
background regions in the image, while another para-
meter v = (o2/0;) denotes the ratio of variances. When
¥ == p= 1.0, the object and background regions have
equal size and equal dispersion. A typical example of
fis a Gaussian function with a total number of N;
pixels, i.e.

jeEL. (3

202

H

. (i)
f(d(j,vf),cfr)=g_]\\}'§;exp[ 0, )]. @)

In Fig. 1(a), we show an example of object and back-
ground distribution and the histogram as a sum of these
two in Fig. 1(b). Bayes decision theory provides us with
a minimum error threshold at 7, where both object and
background distributions provide equal gray density. The
corresponding error in thresholding is shown as the
shaded region in Fig. 1(a). It may be seen that the
minimum error threshold corresponds to the valley of
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Fig. 1. (a) Object and background distributions with Baye’s error shaded. (b) Resulting bimodal histogram.

histograms. This does not imply either that the histogram
valleys always correspond to optimal threshold T, or that
the histograms generated by the model described in
equation (3) are always bimodal. Glasbey™ has ob-
served a number of unimodal histograms in his experi-
mental study, which also exist frequently in real life
situations. We provide a possible reason behind this.
In view of the above discussions, we now present the
following lemma;

Lemma. Object and background distributions are guar-
anteed to generate a valley at 7, if

& o 77 >0
od d=d(v; 1) od d=¢l(v1,'1},)’ ad? d=d(T,vi)

i=1,2. (53

It is interesting to note here that the valley at 7, effec-
tively coincides with the minimum error threshold at 7,
when the object and background regions have identical
variances and sizes. Also, when fis a Gaussian function,
it may be observed that a valley is guaranteed to be
generated if |v; — T,| > oy, i.e. the Euclidian distance
between the mean and the valley is more than the
standard deviation.

The point of intersection of gray distribution 7, € L is
avalleyif 7+ > hr, and Ay~ > hr,. This is possible if the
rate at which background density falls at T)F is less than
the rate at which the object density increases and the rate
at which the object density increases at T, is less than the
rate at which the background density falls. Each of these
conditions, along with the continuity of partial deriva-
tives, proves the lemma.
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We also make the assumption that the gray density at
the maximum and minimum gray values are negligibly
small, ie. f(d(1,v),d) <e and f(d(L,vi),01) <&,
where & is a small positive real number. This assumption
allows us to estimate the parameters of the distribution
more or less accurately.

2.2. Thresholding based on k means algorithm

The k means algorithm is one of the most popular
unsupervised pattern classification schemes and is ex-
tensively applied in image analysis. It partitions the given
set of samples into k classes by iteratively recomputing
the partition. In each iteration, the means of all the classes
are computed and a sample is assigned to a class corre-
sponding to the minimum of the distances to various class
means. Mathematically, the £ means algorithm optimizes
the sum of within cluster scatters and is guaranteed to
provide accurate results when classes are compact and
well separated.

In the case of thresholding, pixel classification can be
done with the help of the k means algorithm. Otsu‘®
minimized the within cluster scatter by varying the
threshold 7" and identified the optimal threshold as the
one which minimizes the scatter. Ridler’'®’ estimated an
equivalent threshold with the help of an iterative k means
algorithm, which assumes the following form:

Algorithm 1

1. Choose an initial threshold T.

2. Partition the image into two regions with the help of
equation (1).

3. Compute the mean gray values, v; and v, of back-

ground and object regions, respectively.

Compute the new threshold Ty = [(vi + v2)/2].

Repeat steps 2-5 until there is no appreciable change

for 7.

“ok

It may be observed that when p = = 1.0, T, coin-
cided with T}, which is equidistant from the means of the
object and the background regions. When regions are not
perfectly balanced, i.e. p # 1 or/and v # 1, T, is not
guaranteed to be equal to Tj. It may be noted that T} is
equidistant from v; as well as v, and therefore Algorithm
1 is a favorable choice when regions are well balanced in
size and scatter.

3, FUZZY THRESHOLDING USING FUZZY ¢ MEANS

The above-described threshelding scheme segregates
the object and background pixels in a deterministic
fashion and the segmented description fails to reflect
the structural details originally embedded in the gray
distribution of the image. The fuzzy clustering algorithm
provides possible solutions to accommodate the struc-
tural details in segmented description, since it identifies
each of the clusters as a fuzzy set characterized by a
membership distribution. The problem of fuzzy cluster-
ing is that of partitioning the set of n sample points
X = {x,x2,..., %, } into ¢ classes such that the member-
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ship distribution has the following properties:

wi(x;) € [0,1], (62)
0< f:lu:(x,-) <n, (6b)
=
and
2: pil) = 1.0, (6¢)

Objective function-based algorithms have been largely
used for the identification of fuzzy partitions,"'® The
fuzzy ¢ means algorithm, a fuzzy extension of the &
means algorithm, minimizes a least square objective
function

J o=

S i) d(xg, vi)® )
= j=I

to provide ¢ hyper-spherical clusters. The parameter
7 > 1 controls the amount of fuzziness in the partition
and when 7 = 1, the minima of equation (7) provides an
equivalent classification as a k means algorithm.

Let {A;} be the histogram and {p;} be the probability
distribution associated with the gray values of the image
to be thresholded and j € {0,1,...,L — 1}. Threshold-
ing may be formulated by modifying equation (7) with
c=2as

2 L-1
=1

J = Z S () d(,vi) (8)

i j=0

The cluster means for each class
o l—1 : ,
Lj.—_() yjiei " .
vi=Z, e L= L2 &)
Zj=() hipi(f)
characterize the background and object regions. The
objeclive function equation (8) can be iteratively mini-
mized by computing the means with equation (9) and
updating the memberships as

N 1
o (7) L+ [0, va)/d0, \)B)]Z/(T—l)

(10a)

and

ug() =1 — ppli). (10b)
The fuzzy thresholding algorithm can be formally stated
as follows:

Algorithm 2

1. Initialize the thresholded description p; and pp
satislying equation {6).

2. Compute the mean gray values of both the regions
using equation (9).

3. Assign the membership values with equation (10).

4. Repeat steps 2—4 until there is no appreciable change
for pe5 and pig.

Even though the fuzzy ¢ means algorithm is a general-
ization of the hard ¥ means algorithm, the properties
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associated with the thresholded description-based on
Algorithm 2 are quite different from that of Algorithm
1. An L gray value image can be represented with a set of
L real values in thresholded description and reflect the
geometry associated with the gray distribution. At the
same time, the fuzzy thresholded description is more
general, since a hard threshold, equivalent to the one
obtained from k& means, can be obtained from fuzzy
thresholded description, as can be seen in the following
theorem:

Theorem. (a) There exists one and only one gray value
T; € L between v, and vy such that u5(Ty) = up(7y).
(b) Tr is equidistant from v; and vs.

From equation (10a), it may be seen that p5(vz) = 0.0
and p5(vp) = 1.0 and it is monotonically increasing in
the range [vz,vp]. Similarly, ;13 is monotonically de-
creasing in the same range. This implies that there
exist one and only one intersection of both the member-
ship distributions, otherwise 7y is unique. From
equation (10b), p3(7r) = 0.5 = pp(7y), which also
implies that d(Tr,vgs) = d(T}, vg), i.e. Ty is equidistant
from both v; and vo.

3.1. On the hardening of fuzzy thresholded description

Often our interest is restricted to extraction of the
object from the scene so as to characterize the object with
a set of features. Conventional object recognition meth-
ods may not be applicable as such with fuzzy thresholded
description. Even though elegant image analysis techni-
ques can be developed with fuzzy thresholded descrip-
tion, hardening schemes are required to make the
description useful for classical object recognition
schemes,

1.0

© © (
BN (03}
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Membership
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A simple hardening method may be with 7y, computed
as described above and hardening with equation (1) to
provide mutually exclusive and exhaustive object and
background regions. Another possible hardening scheme
may be based on « cuts of fuzzy sets as

0= au = {Inm |#@(Imn) = (l} and B=.-0.
(11)

The parameter o € [0, 1] controls the size of the object
region. As v increases, O approaches the core/skeleton of
the object region.

Proposition. There exists a corresponding hard threshold
Tonly for o € [y, oz, so that the hardened description
with equation (1) matches with equation (11), where

1
— 14+ [d(O,VQ)/d(O, vl)]z/(""'l)
1
T T @ = L)/ — L)

23] and

Figure 2 depicts a typical fuzzy thresholded description
for 7= 2.0. Here oy = pp(0) and oy = pp(L —1). It
may be seen that if « > @, pixels with gray values close
to L — 1 may be classified as background and for ¢ < o,
a set of pixels with gray values close (o zero may be
classified as object. In both cases the monotonicity is not
preserved and the hardening process cannot be expressed
with equation (1).

4. THRESHOLDING AS ESTIMATION OF NORMAL
DENSITIES

The analytical procedure for selection of the optimal

threshold can be simplified by assuming the object and
background gray distributions to be normal. Kittler and

Background
— Object

(0.0

Gray value

Big. 2. A sample membership distribution with 7=2.0.
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Nlingworth? provide an elegant strategy for threshold-
ing based on such an assumption. They have considered
an ohjective function

2
ij{( JV‘) +210g01m2logP1}

J=0
V2 2
+ij{ ( ) +210gaz—~210gP2},
=T
(12)
where P| = Zf.—._ol pjand Py = _‘,L;; 218

They argned that the global minima of J, i.e.
minyer, J(¢), minimize the classification error and the
corresponding threshold as the optimum. In various
experimentations, with the help of normal assumptions,
the algorithm is found to yield excellent results even
though there are chances of identification of false thresh-
olds on the extreme gray values in the presence of narrow
vallies.

Our proposed thresholding scheme described in the
previous section, however, does not assume the gray
distribution to be normal. It provides the best results
when regions are perfectly balanced in size as well as
scatter, and generalizes Otsu’s method since, Ty, which is
always equidistant from the mean of object and back-
ground regions, corresponds to Ti. The problem of
threshold selection in presence of region imbalances
can be simplified to a great extent if we can transform
the geometry of the gray values so that the optimum
threshold is equidistant from the means of both the
regions. This can be done by defining a suitable distance
measure associated with each of the classes.

We define a pseudo-distance function

L —v\*
d(j,v,-):i('] U_") +logo, —log B, (13)

I

where §; and o; are given by

>iso MT(J)’U

Bi ===
Ef=01 lu’o(])hl + z: =0 :“"‘B(J)hj

(14)

and

o _ T FG w)”
‘ Z _() LY

It may be noted that 3; is always less than or equal to 1
and 3; relates to p in the case of a hard partition as
g =1/{p+1), B =p/(p+1). With this distance
measure, a gray value with equal density in object and
background regions will be mapped as equidistant from
both the region means. We thus present a modified fuzzy
thresholding scheme below.

(15)

Algorithm 3

1. Initialize the thresholded description pz and py
satisfying equation (6).

2. Compute the mean gray values of both the regions
using equation (9).

3. Compute g; and ¢y, i = 1,2 using equations (14) and
(15).
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Fig. 3. Object and backgrund distributions, with the two gray
values showing equal gray density.

4. Update the memberships using equations (10) and
(13).

5. Repeat steps 2-5 until there is no appreciable change
for uy and pp.

The difference between the above algorithms and the
iterative algorithm proposed by Kittler and Illingworth”
may be brought out with the help of Fig. 3, where object
and background gray densities are shown. The point of
intersection of both the gray distributions may be unique
or even multiple in L., The solution of a quadratic
[reference (7), equation (21)] provides the two gray
values having equal gray density, i.e. A and B in
Fig. 3 and considers one of them as the new threshold.
It may be seen that a pixel with gray value A or Bin Fig. 3
may be an object or background pixel with equal pos-
sibility. That is, the membership of gray value A and B
should be equal in object and background region. Our
membership assignment scheme can provide such mem-
berships as can be observed in equation {10). At the same
time, iterative implementation of a minimum error
threshold” considers one of the A or B as a new threshold
and partitions in a hard fashion. The other pitfall of the
algorithm, i.e. the problem of getting trapped in local
minima, is also well handled in fuzzy algorithm, since
fuzzy clustering algorithms are found to converge better
due to the continuity of the partition spaces.“” The fuzzy
thresholded description available from Algorithm 3 may
be hardened by any method described in the previous
section, Here also it is guaranteed that there exist a hard
gray value, Ty, in between v, and v, such that

we(Ty) = pg(Ty).

5. RELAXING THE ASSUMPTIONS

Even though the assumption of a Gaussian distribution
function is quite valid for many real life situations, the
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major reason behind the wide popularity of this assump-
tion is its analytic tractability and the ease of parametriz-
ing the distribution as well as its various higher order
moments using the mean and standard deviation. The
thresholding scheme described in the previous section
depends extensively on this assumption and needs mod-
ification to handle a number of symmetrically decaying
distributions occurring in real life situations.

As far as the threshold selection issues are concerned,
Algorithm 2 is optimal if p = v = 1. In general, when
p # 1 and «y # 10 this algorithm may not yield proper
results. Here we try to modify the histogram to incorpo-
rate the imbalance in size and the distance measure to
accommodate the difference in standard deviations. Un-
certainties due to the imprecision of gray values are
incorporated in histograms"'? in fuzzy setting. A histo-
gram incorporating the imbalance in the region sizes in a
fuzzy environment may be defined as below.

Definition. A region normalized histogram {f;} is a set of
real numbers computed with the help of the fuzzy
membership distribution of the object and background
regions as well as the histogram of the images. Speci-
fically,

hps() | Pingl)

1 -1 :
2 o ka(P) 2oplo Ha(p)
The region normalized histogram is nothing but a nor-
malized version of the original histogram with object and
background regions showing approximately equal size.

Frequently in real life situations, -y is observed to be
close to unity. In general, the assumption of vy = 1 may

not be a valid one. The classical Mahalonobis distance in
one dimension,

ff=

(16)

dU,Vi) — U*vl'l ,

J;

(17)

can accommodate the variation in the dispersion of object
and background regions, since it takes into account the
class variances. In light of the above discussions, we
present the fuzzy thresholding algorithm as follows:

Algorithm 4

1. Initialize the thresholded description pp; and pp
satisfying equation (6).

2. Compute the region normalized histogram with equa-
tion (16).

3. Compute the mean and standard deviation of gray
values of both the regions with equations (9) and {15).

4. Update the memberships with equation (10) and the
Mahalonobis distance function in one dimension with
equation (17).

5. Repeat steps 2-5 until there is no appreciable change
for pp and pp.

The basic fuzzy ¢ means algorithm is found to con-
verge fast and is guaranteed to provide an optimal fuzzy
partition."! The above described algorithm, resembling
the FCM algorithm, also converges fast. In each of the
iterations, however, the histogram is modified to provide
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a pseudo-gray distribution such that object and back-
grounds have equal sizes. When the geometry extracted
becomes complicated, convergence is accelerated with
good initialization. A few iterations of Algorithm 2 may
be a good initialization for Algorithm 4.

6. DISCUSSIONS

The classical thresholding schemes assign the pixel
unequivocally and do not distinguish among pixels in a
region even if their gray values are different in the
original image. Consequently, the hard threshold selec-
tion schemes are associated with loss of structural details
on thresholding. The identities of pixels are preserved in
fuzzy partition space, since the memberships assigned to
the pixels depend on the difference between its gray value
and the mean gray value of the region to which it belongs.
The other major difference between the proposed algo-
rithm and the popular ones is in its implementation with
iterative formulations. Many algorithms, instead of opti-
mizing iteratively, go on an extensive search to identify
the global maxima or minima associated with the objec-
tive function. In general, the algorithms discussed in this
paper are efficient and are superior to the hard algorithms
reported in literature.

The error of classification in the thresholding process
is defined as the number of pixels misclassified during
thresholding, i.e. the sum of the number of object pixels
with a gray value less than T and the number of back-
ground pixels with a gray value greater than or equal to T.
Comparison of fuzzy and hard thresholding schemes is
quite difficult since the concept of deterministic classi-
fication and therefore misclassification are associated
only with hard thresholds. Even then a preliminary
comparison may be carried out with the help of the hard
threshold(7}), obtained from a fuzzy partition.

To validate the applicability of the proposed fuzzy
thresholding algorithms, we provide experimental results
on synthetic images and compare the performance based
on classification error. Synthetic images of size
256 x 2536 pixels are generated for various values of g
and . Object and background regions are assumed to be
normal with means of 80 and 175, respectively. Bayes’s
classification, the optimal minimum error classification,
is compared with various hard and fuzzy threshold
selection schemes. Other hard algorithms considered
are the minimum error threshold,m Otsu,“’) moments,(g)
and Kapur.®® Fuzzy thresholding algorithms based on
fuzzy clustering are decomposed into hard by identifying
a hard gray value between the mean gray value of object
and background regions with equal membership in both
the regions. All the thresholds are approximated to the
nearest integer and along with the corresponding classi-
fication errors are provided in Tables 1 and 2. It may be
seen that the fuzzy thresholding schemes based on fuzzy
clustering are performing well for various reasonable
object and background imbalances. Even after decom-
posing into hard descriptions they are found to perform
well and thus validate the generality and superiority of
the fuzzy algorithms for thresholding.
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Table 1. Comparative performance of various hard thresholding schemes in the presence of mixed normal densities

Parameters Threshold/error

o o2 il Bayes Otsu Moment Kapur
15 15 1.00 128/50.425 128/50.425 127/51.649 127/51.645 129/51.649
15 15 0.50 130/47.440 130/47.440 127/55.529 107/1687.2 106/1945.8
15 15 0.33 131/43.273 131/43.273 127/57.469 105/2515.0 106/2189.1
15 5 1.00 151/0.0575 151/0.0575 127/31.645 103/2187.9 89/9353.12
15 10 1.00 137/4.6450 137/4.6450 127/31.665 107/1265.3 105/1676.7
15 10 0.50 138/4.6716 138/4.6716 127/42.206 104/2558.6 101/3749.8
15 10 0.33 139/4.4920 139/4.4920 127/47.477 103/3281.9 102/3727.9
15 5 0.33 152/0.0663 151/0.0711 127/47.468 102/3727.9 94/9044.74
15 5 2.00 1530/0.0462 150/0.0462 127/21.096 104/1279.3 163/268.15
15 5 3.00 150/0.0371 149/0.0428 127/15.703 105/832.03 163/302.40
15 10 3.00 135/3.5200 135/3.5200 127/15.730 151/350.98 156/1258.5
15 10 2.00 136/4.0440 136/4,0440 127/21.123 117/163.21 155/879.,96

Table 2. Comparative performance of fuzzy thresholding schemes in the presence of mixed normal densities

Parameters Threshold/error

oy o3 P Pal Huang Alg2 Alg. 3 Alg. 4
15 15 1.00 127/51.649 128/50.425 128/50.425 127/51.649 128/50425
15 15 0.50 132/53.680 128/50.425 127/55.529 129/47.760 127/55.520
15 15 0.33 135/63.570 128/50.425 127/57.469 129/45.829 126/67.230
15 5 1.00 130/15.806 128/25.212 127/31.645 151/0.0575 153/0.1293
15 10 1.00 129/20.058 128/25.246 127/31.665 137/4.6250 138/4.9445
15 10 0.50 133/10.370 128/33.638 127/42.206 138/4.6716 138/4.6716
15 10 0.33 135/7.2740 128/37.830 127/47.477 139/4.4920 138/4.5370
15 5 0.33 136/5.2840 128/37.819 127/47.468 152/0.0663 153/0.0866
15 5 2.00 128/16.808 128/16.808 127/21.096 150/0.0462 153/0.1579
15 5 3.00 126/19.629 128/12.511 127/15.703 150/0.0370 153/0.1724
15 10 3.00 123/37.390 128/12.560 127/15.730 136/3.6600 139/7.2020
15 10 2.00 125/32.830 128/16.850 127/21.123 136/4.0400 139/6.7420

7. CONCLUSION

The problem of pixel classification is well suited to be
formulated as a clustering problem. The conventional
valley searching threshold selection schemes need not
provide the optimal threshold in a pattern recognition
sense. The classical deterministic partitions do not reflect
the geometry of the optimal gray distribution, but this
limitation is taken care of in a fuzzy environment. The
problem of thresholding in the presence of region im-
balances is analyzed by transforming the geometrical
structure of gray distribution by modeling the distance
and density function. Analytical discussions and experi-
mental details validate the importance of fuzzy thresh-
olding schemes based on fuzzy clustering.
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